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Abstract

As institutions of higher education increasingly utilize online learning management systems, college students are asked to submit more assignments online. Under this regime, when most assignments are posted and submitted online, it is possible to know if a student is missing a submission for an imminent deadline, and to intervene proactively to reduce missed assignments and improve student outcomes.

Toward this goal, we designed and evaluated a scalable targeted intervention: a mobile app that would deploy push notifications when students were missing submissions for assignments with imminent deadlines. Results from two experimental pilots demonstrate that this intervention system significantly decreased missed assignments compared with control notifications about instructor announcements to the class (in Experiment 1), and improved assignment adherence and course grades compared with courses that were not using the app (in Experiment 2). We discuss the benefits and theoretical implications of this behavioral guide rail, a purely informative proactive intervention to mitigate risk in advance of a negative outcome.
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I. Introduction

THOSE days, our banks notify us when we have a low balance, our email clients suggest when we have forgotten to include attachments, and our cars alert us when we might be approaching a collision. While these systems do not entirely curtail our freedoms to overdraw our checking accounts or to crash into trees, they do mitigate risk from neglect or accidental misuse of the system. Can the same be said for educational technologies? In this article, we present an experimental study of this kind of proactive behavioral intervention in e-learning tools: a controlled evaluation of an automated system designed to help students avoid accidentally missing assignments.

Current proliferations of educational technologies, and in particular, web-based learning management systems (LMSs; e.g., Blackboard, Canvas, Brightspace), have created an abundance of opportunities for students to actively engage with their studies. In practice, many of these learning opportunities are implemented as graded assignments, and increasing utilization of LMSs [1] has resulted in a corresponding increase in the number of assignments that students are expected to complete. By practically all accounts, this increase is a good thing – more assignments mean more active learning, more transparency about learning goals, and more opportunities for students to receive feedback (among others; [2], [3]). But the increasing institution of weekly assignments, practice quizzes, discussion forum posts, and problem sets also necessarily creates more material and deadlines for students to manage [4], and more opportunities for students to fall behind. In consequence, particularly in blended and online learning environments, a student’s ability to stay on top of course material and requirements is a dominant factor in the student’s retention in the course [5], [6].

Traditional efforts to help students who are at risk of attrition usually start by identifying those whose past behaviors are substandard (e.g., [7]). After a student misses a few assignments, and misses the corresponding points toward their grade, conscientious instructors may reach out to support the student’s future work, or classification models may levee risk flags targeting the student for remediation, under the mantle of improving student retention and success. But educational technology needn’t stand idle until after deadlines are missed. If an e-learning system knows that an assignment deadline is upcoming, and a student has not submitted anything, proactive interventions might mitigate the possibility of risk before any risk is incurred. Instead of rescuing students only after lapses in engagement, learning technology might improve engagement before a problem is encountered.

A. Intervention Science in Education

A wide range of public policy domains, including environmental conservation, financial planning, and health and wellness, have been enriched by applying principles of psychological science and behavioral economics to reshape human behaviors toward more desirable outcomes [8]. Education, if one squints one’s eyes, might be seen as preeminent in this frame, considering that the overarching goal of education -- to facilitate learning -- is, in effect, to facilitate behavior change. But while any lesson might be viewed as an educational “intervention,” researchers have also been examining means of systemically improving educational outcomes, including those aimed at mitigating the long-range impacts of social problems on student success [9], assisting navigation through college and financial aid applications [10, 11], increasing attendance [12], improving students’ self-regulation of learning [13], [14], and facilitating student motivation [15], among others [16]. But despite this range of efforts, there are no published examples of scalable interventions aimed at direct support of students’ adherence to assigned learning activities (examples in more limited contexts include [17], [18]). The relative scarcity of intervention tools for helping students stay on top of the college workload is particularly problematic, considering that contemporary e-learning environments provide more autonomy for students to complete (or to fail to complete) their coursework [19]; these difficulties may be predictable...
Behavioral science distinguishes two categories of interventions: nudges and boosts. Nudges are nonmonetary and nonregulatory interventions and policies aimed at changing behaviors, while still preserving freedom of choice in the target audience. Boosts share many similarities, but are instead aimed at empowering the target audience to change their own behaviors, with an emphasis on supporting internal processes and competencies [23]. If nudges and boosts were represented in a Venn diagram, the overlapping area would include interventions known as “educative nudges,” such as reminders for upcoming appointments [24], [25].

As long as they refrain from explicitly instructing the student to do something, just-in-time reminders about assignment deadlines will fall into this middle ground of “educative nudges,” triggering behavior change by relying on the student’s own capacity to act when shown pertinent information. In essence, the purpose of this information would be to help students remember to complete their schoolwork before an assignment deadline. A student who accidentally misses an assignment deadline has failed to remember a prospective memory (forgotten to perform an intended action) by a specific time (the target; [26]). Multiple cognitive processes are involved in remembering to perform an action, including periodic monitoring during the retention interval, as well as retrieval that is “spontaneously” triggered by attention to the target event [27].

Intuitively, we might assume that any reminder during the retention interval would reduce prospective memory failures, but not all reminders cause improvements. Even when a person is repeatedly informed about a prospective memory (rehearsal), they are not necessarily more likely to perform the action [28]. This may be because emphasis on the intended action alone does not reinforce the association between the action and the target event. In support of this view, substantial improvements are only seen when reminders also emphasize when the action should be performed [29]. Under these terms, we might hypothesize that simply informing students about course topics or pending assignments will be less effective than interventions that also highlight an imminent deadline. Additionally, not all students will need such assignment reminders. brute force efforts to inform all students about all pending assignment deadlines will undoubtedly lead to desensitization and fatigue (e.g., [30]), if not outright annoyance. To avoid this issue, a reminder might be withheld until most students have already submitted the assignment (and thus could be excluded from the target audience), when it is sufficiently close to the assignment deadline that a student who hasn’t submitted is likely to have forgotten to act.

B. The Current Study

The goal of the current study is to assess the benefit of proactive educative nudges for reducing missed assignments. Adherence to class assignments is, unsurprisingly, a principle predictor of student success and engagement in college [19], [22], and considering that assignments represent one of the most heavily utilized features of learning management systems [31], this is a fertile area for improving student success at scale.

In order to deliver interventions at a specific moment in time, we developed a smartphone app that was integrated with our institution’s learning management system, Canvas (Instructure; Salt Lake City, UT). Eligible students could download the app, authenticate with their university credentials, and then receive push notifications about courses that were participating in the study. Sending interventions via push notifications within a smartphone app has many advantages, including that notifications are likely to be received immediately (unlike email, where the intervention may languish unread until a student decides to check their inbox), even when the student is not at their computer (unlike desktop notifications or nudges within the LMS), and that mobile notifications can link directly to additional context within an app (unlike text messages, which have a limited range of user actions in response to the intervention). Moreover, mobile technology has been shown to be a particularly effective medium for supporting students in contemporary learning environments [32].

II. Experimentation

The benefit of receiving a proactive assignment reminder on a mobile device is only meaningful in contrast to some comparison condition. In Experiment 1, we opted to compare automated assignment reminders with instructors’ online announcements to the class. This is because, in the absence of any automated nudging intervention, instructors are responsible for sending their own reminders about upcoming assignments, and these announcements provide a
business-as-usual control treatment with which to compare experimental automated reminders. This control condition was built within the same smartphone app: students received push notifications when an instructor posted an announcement to the class’s Canvas site. We implemented the experimental contrast as a cross-over design, half the app’s users (randomly assigned) received assignment reminders during the first half of the semester and then received push notifications informing them of instructor announcements in the second half of the semester, while the other half of the participants received the same treatments in the opposite order. Deidentified data and analysis scripts for this study are freely available at https://osf.io/qbt3y/, and this experiment was publicly preregistered prior to data collection at https://osf.io/hp2vr.

A. Method

1) Participants

Seven undergraduate courses at four Indiana University campuses were selected to be eligible for this study during the Fall 2018 semester. These courses were chosen because they included at least weekly Canvas assignments that met the criteria for assignment reminders, and because they had enrollments greater than 35 students. Instructors of these courses announced the study in class or via email during the third week of the course, inviting students to download the reminder app with the incentive that participants would be entered into a drawing for one of 13 pairs of good-quality audio headphones. One course (with enrollment of 37 students) only had one student sign-up, and another course (with enrollment of 50 students) only had two students sign-up, so these two courses are removed from further analysis. The remaining 5 courses had cumulative enrollment of 950 students, and 133 of these students (14.0%) downloaded the app and consented to participate. See Table 1 for additional details. All study procedures were approved by the Indiana University Institutional Review Board, and instructors did not know which students had registered for the study.

2) Procedure

In the third week of the semester, all enrolled students were invited (by their instructor) to join the study by downloading the free “IU Boost” app from either the Apple or Android app store. When the app first opened, students were prompted to log in with their official university credentials, to consent to participate in the research study, and to agree to share their student data with the researchers. Registered participants were then alternatingly assigned to either of two initial treatment groups: (1) receiving notifications when assignment deadlines were approaching with no submission; or (2) receiving notifications when the instructor posted a class announcement.

The current study employs a crossover design, such that halfway through the study, condition assignments flipped (students who initially received assignment reminders began receiving notifications about instructor announcements, and vice versa). This crossover design has two key benefits. First, it allows a more powerful within-subject analysis of the difference between treatments for each participant while

### TABLE I: COURSES INVOLVED IN EXPERIMENT 1

<table>
<thead>
<tr>
<th>Course Number: Topic</th>
<th>Enrollment</th>
<th>Sign-ups</th>
<th>Number of Assignments</th>
<th>Number of Announcements</th>
</tr>
</thead>
<tbody>
<tr>
<td>K300: Statistical Techniques</td>
<td>236</td>
<td>37 (15.7%)</td>
<td>16</td>
<td>14</td>
</tr>
<tr>
<td>P211: Research Methods</td>
<td>214</td>
<td>30 (14.0%)</td>
<td>9</td>
<td>7</td>
</tr>
<tr>
<td>F205: Intro Forensic Science</td>
<td>231</td>
<td>37 (16.0%)</td>
<td>32</td>
<td>22</td>
</tr>
<tr>
<td>P103: General Psychology</td>
<td>98</td>
<td>8 (8.2%)</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>P101: General Psychology (Online)</td>
<td>171</td>
<td>21 (12.2%)</td>
<td>111</td>
<td>17</td>
</tr>
<tr>
<td>Full Sample</td>
<td>950</td>
<td>133 (14.0%)</td>
<td>mean = 37.6</td>
<td>mean = 16.0</td>
</tr>
</tbody>
</table>

Sign-ups are the number of enrolled students who downloaded the app and consented to participate.
counterbalancing for order effects at the group level, and second, it has the ethical advantage of administering both treatments to all participants, preventing inequities between students due to condition assignment.

During the study, there were no deviations from the normal structure and content of the participating courses. The only manipulation was the type of notification that volunteer participants received within the app. The study concluded during the weekend prior to the last week of the academic term (12 weeks after the start of the study), which was one week before finals week.

3) Materials

The app, called “IU Boost” at the time of this study, was developed in the Expo framework (https://expo.io/), an open-source mobile development toolkit for React Native. See Fig. 1 for screenshots. Every hour, a cloud function would submit requests to the Canvas API, retrieving details of registered users’ upcoming assignments and instructor announcements in the pilot course sites. If the API revealed that an assignment deadline (for a graded individual assignment with online submission) had become due within the notification time window (4 hours) and lacked a submission, or if a new announcement was posted in a course site, the app deployed a push notification to the relevant users according to their assigned treatment. The submission reminder trigger was insensitive to whether a student had started a submission draft or had failed to submit at all. If a user was eligible to receive notifications about multiple assignments or announcements within the hour, the app grouped them into a single push notification.

For Experiment 1, all push notifications had the title “IU Boost” and the notification text was “New boost from IU Canvas course” (Fig. 1). Tapping on the push notification opened the IU Boost app, which then showed notification details (participants could also navigate to the notification details by launching the app directly). Assignment reminders included the statement, “The due date is approaching for one or more Canvas assignments,” followed by a card with additional assignment details (title, due date, time until due date, and a link to view the assignment) for each notified assignment. Instructor announcements included the statement, “A new announcement has been posted,” followed by a card with the title of the announcement, and a link to view the announcement. Beneath the notification details, participants could rate the notification (a 5-point star rating); responding with a star rating also caused a textbox to appear where participants could type open-ended feedback.

4) Measured variables

Students’ activity related to Canvas assignments was passively recorded by default in Canvas, and these data were collected directly from our institution’s Canvas data warehouse for study participants. For examining the effect of assignment reminders on student behavior, we focus on four separate dependent variables: (1) submission rate, the percent of assignments (only including those that were eligible to receive reminder notifications) for which the student provided a submission prior to the deadline; (2) percent score, the total points earned on these assignments (including zeros for missed assignments), divided by the total points possible on these assignments; (3) views of assignment pages, the number of times that a student viewed the Canvas pages containing instructions for these assignments; and (4) submission time, the average amount of time, in hours, between a student’s submission and the assignment’s submission deadline.

5) Data analysis

For each student and for each of the measured variables, we subtracted the average of observations when the student was assigned to receive instructor announcements from the average when a student was assigned to receive assignment reminders in the app. These raw difference scores represent the measured benefit of automated assignment reminders.
over instructor announcements for each individual participant, for each dependent variable.

Difference scores were analyzed within the framework of a hierarchical Bayesian ANOVA. Bayesian estimation methods, such as those described herein, have different analytical goals than null hypothesis significance testing (for extended discussions, see [33], [34]). Rather than estimating the false positive rate under the idealized null model (as in a frequentist ANOVA, for example), Bayesian estimation produces an informative posterior distribution of the most credible estimates of an experimental effect. Given that the goal of the current study is to assess the benefit of proactive nudges (and not to compare observations with a null hypothesis), Bayesian estimation is well-suited to produce a statistical description of this effect. This statistical estimate, a posterior distribution, can be summarized by its highest density interval (HDI), which describes the tendency and uncertainty of a model parameter (analogous to but distinct from a confidence interval). The use of these Bayesian methods does not, on their own, change the statistical standards for inference, but instead allows us to describe the uncertainty of our analytical estimates. Specifically, by measuring whether the HDI of a difference estimate overlaps zero, we can still make decisions about whether an estimated model parameter achieves a specific (e.g., 95%) criterion for being different from zero, and such statistical criteria are no more stringent or lax than conventional criteria of frequentist statistics (e.g., \( p < 0.05 \)). What is different, however, is that the estimate more accurately describes the observed data (rather than the null model), and that the analysis model more flexibly accounts for the properties of the observed data.

In this particular hierarchical model, the benefit of assignment reminders is simultaneously estimated for each individual class, and also at the aggregate level for the total sample, providing statistical estimates that are robust to nested structures within the measured data. For all parameters we use vague priors on the scale of the data. The priors for all experimental effects are wide distributions with variance 5 times the observed standard deviations, and thus the priors have very minimal effect on the posterior estimates. Full specification of the model parameters are available at https://osf.io/qbt3y/.

Participants’ 5-point star ratings of notifications were also analyzed using Bayesian estimation, using the ordered-probit model described in [35], comparing two independent samples (ratings of assignment reminder notifications vs. ratings of instructor announcement notifications), since not enough ratings were provided for a within-subject comparison.

We used Markov chain Monte Carlo (MCMC) to sample the posterior distributions (60,000 steps across 4 chains, following 500 adaptation steps and 1,000 burn-in steps), using Gibbs sampling (JAGS; [36]), and the runjags package [37] for R. The effective sample size for the parameters of interest were no less than 20,000, well above the 10,000 recommended by [38].

B. Results

The study lasted 12 weeks. During this time, the instructors of the pilot courses assigned an average of 37.6 assignments, and posted an average of 16.0 announcements (see Table 1). The exact number of notifications a participant received was affected by the course of enrollment, the time when a student first installed the app, and whether the student uninstalled the app at any time prior to the close of the study period.

When a participant was assigned to the control condition (to receive instructors’ announcements), they received push notifications each time an announcement was posted to their course site. Across the full sample, the average number of announcement notifications deployed per participant was 5.0 (SD = 3.9). But when a student was assigned to the experimental condition to receive assignment reminders, they only received assignment reminders when there was no submission within 4 hours of the deadline. Thus, even though there were more assignments than announcements across all courses, the average number of assignment reminders deployed for each participant is lower than the number of announcement notifications, 4.2 (SD = 2.8).

Participants were invited to rate each notification on a 5-star rating scale, and participants submitted 49 such ratings during the study period. We analyzed these ratings separately for notifications about instructor announcements (\( n = 24 \)) and assignment reminders (\( n = 25 \)), using an ordered-probit model (in which ordered ratings are mapped onto a continuous distribution that can exceed the maximum rating value; [35]). The estimated mode of ratings about instructor announcements was 3.5 (95% HDI: 3.0 to 4.1), and the mode of ratings about assignment reminders was 5.5 (95% HDI: 3.2 to 9.1). Subtracting these estimates at every step in the MCMC chains produces a posterior distribution of the
difference between these types of notifications. The mode of these difference estimates is 1.9, but this effect was modest in proportion to uncertainty (considering the relatively small number of ratings received in each condition), the 95% HDI (-0.4 to 5.6) included 0, however, the 90% HDI (0.005 to 4.9) excluded 0, indicating a trend for participants to provide higher ratings to assignment reminders.

The actual behaviors of the participants provided a clearer picture of the benefit of automated assignment reminders (see Fig. 2). Across all courses, the most noteworthy finding was that participants had a significant tendency to submit more assignments (3.7% increase; 95% HDI: 0.01 to 7.3%) when they received assignment reminders than when they received instructor announcements. When they received these automated assignment reminders, participants also had a slight trend to view assignments more frequently (0.23 more views; 90% HDI: 0.02 to 0.43). In each of the pilot courses, students received directionally-higher assignment scores when students received assignment reminders (overall difference mode = 3.1% improvement), but variability caused these difference estimates in assignment scores to overlap zero (90% HDI: -0.1 to 6.0%). There were no differences in the time when students submitted assignments between treatment conditions (difference mode = 0.06 hours; 90% HDI: -6.4 to 5.7).

Secondary analyses of treatment order found that improvements in submission rates were directionally-larger in the group that received assignment reminders in the first half of the semester (5.1% increase) compared with the group that first received notifications about instructor announcements (2.3% increase), however this contrast is under-powered and the difference between these groups is not reliably different from zero (90% HDI: -4.0% to 10%).
C. Discussion

When students received automated assignment reminders on their smartphones, they were more likely to submit their assignments than when they received notifications about instructor announcements. This is noteworthy, considering that instructors have privileged insights into the standards of their courses, and that students also tended to receive more notifications regarding instructor announcements, but these were less effective than automated reminders at increasing views of assignment pages and submissions of assignments. The current results support and extend previous research on prospective memory, demonstrating that periodic announcements about coursework may be less effective than automated educative nudges that highlight imminent targets when students need to complete their coursework.

However, even while instructor announcements may be less effective than targeted assignment reminders for improving assignment submission rates, these are not mutually-exclusive in practice. There is no reason that an automated intervention system should only deploy one or the other. Rather, there may be additive benefits to providing both kinds of educative nudges (reminders about upcoming assignment deadlines, and notifications for new announcements from the instructor) within a mobile notification tool. A limitation of Experiment 1 was that it could not estimate the cumulative benefit of these proactive notifications compared with courses where the app is not enabled. To inform a practical estimate of the benefits of this kind of automated system, it would be useful to measure cases where the automated system is active, contrasted with students’ behaviors in comparable courses where the tool is not active. Such a contrast shares similarity with a clinical research model known as “pragmatic trials” [39], where the goal is to estimate the general effectiveness of a broad intervention in natural practice, not to explain how an intervention confers benefits in a limited context. Another limitation of Experiment 1 was its sample size; too few students signed-up for the pilot to draw strong inferences about the benefits of assignment reminders on course performance. The goal of Experiment 2 is to address these limitations, with a quasi-experimental analysis of the aggregate practical benefits of a system for deploying these kinds of automated notifications, at a much larger scale.

III. Experiment 2 (Quasi-Experiment)

Buoyed by directionally-positive results from Experiment 1, our institution decided to make the smartphone app available to any instructor who wanted the app to be activated in their courses. This open pilot made possible a much larger sample size than in Experiment 1, but considering that participation was predicated on students receiving the potential benefits of the app, we decided not to implement a randomized controlled trial research design. We felt it was inappropriate to withhold assignment reminders for any app users in this broader release, which would have stunted the benefits of the app for the students and the instructors who volunteered. For this reason, Experiment 2 uses a quasi-experimental design. For each student who uses the app, we contrast their behaviors in classes where the app is operational (i.e., where the instructor has opted-in for the app to be available) against their behaviors in classes where the app is not active (i.e., where the instructor could have opted-in, but did not). This analysis uses regression adjustment to control for structural differences (besides the availability of the app) between these two different kinds of courses.

A. Method

1) Participants

Instructors of 1,632 courses, with diverse representation from all Indiana University campuses, signed-up to make the app available to their students during the Spring 2019 semester. All students enrolled in these courses received up to three email invitations to download the app and to consent to participate in research on the app’s benefits (no additional incentives; invitations were withheld from students who had already activated the app). Every third student who activated the app was sequentially assigned to a baseline treatment condition, which would only receive assignment reminders and announcement notifications as with Experiment 1, with no manipulation of treatment. The other two-thirds of app users are excluded from the current study; they were administered new experimental features and treatments with the app that are beyond the scope of the current analysis. Students were subsequently excluded from analysis if they withdrew from the course where the app was enabled, or if they were not enrolled in at least one other course where the app was not enabled. There were 564 students who met the inclusion criteria for analysis.
criteria and who were assigned to this baseline treatment, enrolled in 420 courses where the app was enabled. These students were also enrolled in 1,289 other courses, where the app would have been eligible to be enabled, but the instructor had not opted-in. Overall, the average student in this baseline treatment was enrolled in 1.48 courses where the app was enabled, and in 3.04 courses where the app was not enabled. Subsequent analysis found no difference in withdrawal rates between courses where the app was enabled and courses where the app was not enabled (mean difference = 0.19%; 95% HDI: -0.82% to 0.47%). Students downloaded and activated the app 14 days after the start of the semester on average. All study procedures were approved by the Indiana University Institutional Review Board, and instructors did not know which students were using the app.

2) Procedure

All Indiana University instructors-of-record, for any credit-bearing course using Canvas, were eligible to opt-in for the app to be available to their students during the Spring 2019 semester, using a simple online sign-up form. Instructors were invited to opt-in through teaching center email newsletters, learning technology listservs, and a global announcement that appeared on all instructors’ Canvas dashboards at the start of the semester. When an instructor opted-in, all the instructor’s courses (where the instructor was assigned the “Teacher” role in Canvas) were enabled within the app, and the students enrolled in these courses received a series of up to three emails (one per week) inviting them to download and activate the app.

There was no manipulation of treatment in Experiment 2. All 564 students received access to the same functionality within the app from the time when they activated the app through the end of the Spring 2019 semester.

For this quasi-experiment, we contrast students’ behaviors and performance in courses where the app had been enabled, with the same students’ behaviors in courses where the app had not been enabled, but would have been eligible (the course used Canvas and the course was credit-bearing). In our analysis, we control for differences between these courses that are unrelated to the availability of the app (using regression adjustment, see Data Analysis, below), such as the number of assignments, the number of instructor announcements, the average time prior to the deadline when assignments were submitted, and the average class enrollment. See Table 2 for comparisons between these values.

3) Materials

Similarly to Experiment 1, students downloaded the app “IU Boost” from the app stores free of charge. There were some modest differences from Experiment 1 in the app’s behavior, primarily intended to support the app’s utilization across a wider range of courses:

» **The app was customizable.** Students could turn different types of notifications on or off (e.g., notifications about instructor announcements could be disabled for a single course), or they could mute all notifications for entire courses. Students could also, on a course-by-course basis, set how long before a deadline a due date reminder...
should be deployed (default was 4 hours, customizable to 1-24 hours).

> There were three different types of available notifications to the students in this baseline treatment group, and all were enabled by default throughout the semester. Unlike Experiment 1, (where the text of every push notification was “New boost from IU Canvas course”), the push notification included variable text according to the notification type: (1) **Due date reminders**, as described in Experiment 1, where the notification text was “The due date is approaching for one or more Canvas assignments.” (2) **Instructor announcement notifications**, as described in Experiment 1, where the notification text was “A new announcement has been posted.” And (3) **Daily assignment digest**, deployed at 1:00pm local time, which contained a list of all assignments due within the next 24 hours. The text of the notification was “[N] Canvas assignment[s] [is/are] due in the next 24 hours in your enabled courses. All due assignments, even those already submitted, are included,” - where [N] was the number of assignments due. This daily digest notification was created to provide reminders for assignments where Canvas would lack submission information (e.g., assignments carried out in a textbook publisher’s separate learning platform).

> To improve the timeliness of notifications, the app queried the Canvas API and deployed notifications every 30 minutes, rather than every 60 minutes.

4) Measured variables

As in Experiment 1, passively-recorded data were collected directly from our institution’s Canvas data warehouse for students who consented to participate when they activated the app. For Experiment 2, we focus on the following two dependent variables: (1) **submission rate**, the percent of assignments (only including those that were eligible to receive reminder notifications) for which the student provided a submission prior to the deadline; and (2) **final score**, the estimate of the student’s final percent score in the course, according to the points, assignment weights, and grading calculations defined by the instructor in Canvas. Unless the instructor had instituted a grading system that dropped or forgave missing submissions, this final score would typically include zeros for missed graded assignments. We omitted the more granular measures used in Experiment 1 (views of assignment pages, submission time, and assignment score), due to the substantially larger and more diverse sample in Experiment 2. For example, the sample in Experiment 2 includes a large number of discussion assignments (where views involve both reading the assignment and also reading others’ posts, even after one’s submission), external tool assignments (where Canvas may not have accurate logs of whether students view the assignments), assignments without pressing open/close dates (where submissions occur weeks before the deadline), pass/fail assignments (where the assignment score is binary), letter grade assignments (where the assignment score is ordinal), and so on.

5) Data analysis

For each student, we calculated the two measured variables, **submission rate** and **final score**, as means in two separate bins: for courses where the app was enabled, and where the app was not enabled.

These measures were analyzed within the framework of Bayesian generalized linear mixed model, using the brms package for R [40]. Similar to the analysis described in Experiment 1, this method also produces an informative posterior distribution of the most credible estimates of an experimental effect. But in this particular framework, the effect of the app (enabled vs. not-enabled) on a measured variable (e.g., a student’s submission rate) is estimated as a coefficient in a general linear mixed model, with additional coefficients for regression adjustment (parameters accounting for variance due to the average number of assignments, the number of instructor announcements, the average time prior to the deadline when assignments were submitted, and the average class enrollment; see Table 2), with a random-effect term for the individual student, and with observations weighted by the number of classes that comprised these averages. The regression adjustment parameter for submission time before the deadline was included to preclude any possibility that assignment design differences might cause a change in submission rate or final score. This is unlikely to bias the estimated effect of the app, as the results in Experiment 1 suggested that the intervention had no reliable effect on average submission time, which can be highly variable within courses (see Fig. 2(d)). The priors of all regression parameters were wide normal distributions with mean zero, and standard deviation 5 times the observed standard deviation of the dependent variable for the full sample. Full specification of the model parameters is available.
B. Results

Experiment 2 lasted for the full span of the 16-week spring 2019 academic semester. During this time, participants who met the Experiment 2 inclusion criteria had an average of 77.7 graded assignments with deadlines on Canvas, which is roughly typical of our institution’s overall average.

Of the 564 students who activated the app, 510 received some form of notification during the study period (the additional 54 participants may have deleted or muted the app, but these participants are still included in the study sample). In total, 17,903 notifications were deployed to these students, corresponding to an average of 35.1 notifications per notified participant. Of these, 15.3% were reminders about imminent deadlines, 55.0% were announcements, and 29.7% were digests of assignments due within the next 24 hours. Thus, during the study period, the average student received about 5 push notifications about assignments with imminent deadlines that were missing a submission, roughly comparable to the deadline reminder “dosage” in Experiment 1.

Of the 564 app users, 310 (55%) changed the timing of assignment deadline reminder notifications from the default of 4 hours for at least one course. Among these changes, 12% increased the time to 6 hours, 13% increased to 12 hours, and 47% increased the time to the maximum of 24 hours. Only 2% decreased the time of notification, suggesting that our 4 hour default is, as intended, roughly the minimum time prior to the deadline to be useful.

For all participants’ course enrollments during the spring 2019 semester, we identified the percent of graded assignments with a deadline that had a submission record. In this broad sample of 1,861 courses, a range of assignment types would be expected, including extra-credit assignments and assignments that merely constituted participation points, as well as final papers, for example. The intercept of the linear model analyzing submission rates for these assignments was estimated to be 73.7% (95% HDI: 70.8 to 76.5%). With controls for structural properties of the different courses (listed in Table 2), the coefficient corresponding to the effect of the app was a 5.7% increase in assignment submission rate (95% HDI: 4.3 to 7.1; see Fig. 3(a)). In this model, the parameter controlling for the number of assignments in the course was also significant, a 0.32% decrease (95% HDI: -0.40 to -0.24) in assignment submission rate for every additional assignment in a course. In other words, the more assignments in a course, the lower the percent of assignments submitted in the course. Full model fits are available at https://osf.io/qbt3y/.

Participants’ final cumulative percent scores, from each course enrollment during the spring 2019 semester, were collected from Canvas, according to the point values and weighting schemes implemented by the instructor. Although these values are not the official grades recorded on the students’ transcripts, these percent scores nevertheless provide a fair measure of participants’ course performance, with more granularity than would be possible with coarse, ordinal letter grades. The intercept of the cumulative percent score linear model was estimated to be 86.3% (95% HDI: 84.8 to 87.8%). Again, with controls for structural differences between courses, the coefficient corresponding to the effect of the app was a 3.36% improvement (95% HDI: 2.64 to 4.09%; see Fig. 3(b)) in course performance in courses where the app was enabled. This effect size is remarkably close to the 3.1% improvement in assignment scores observed in Experiment 1, although in Experiment 2 there is much less uncertainty in this effect estimate, owing to the larger sample size.

C. Discussion

Experiment 2 investigated the cumulative benefit of automated notifications about course content at a much larger scale than Experiment 1. The analysis revealed that students reliably submitted assignments more often, and received reliably higher grades, in courses where automated notifications were enabled, compared with courses where these notifications were not enabled. Regression adjustments for differences between these courses reduces the possibility that this effect was caused by course-level covariates such as enrollment size, number of assignments, number of announcements, or the timing of assignment submissions.

In contrast to Experiment 1, which estimated the benefit of automated deadline reminders over instructor
announcements, Experiment 2 estimated the cumulative benefit of both types of notifications, comingled in the same pragmatic treatment. Considering that instructor announcements do have benefits for student motivation (e.g., [43]) and behavior (e.g., [44]), it makes sense that the estimated improvement in assignment submission rates (compared with no notification whatsoever) in Experiment 2 (+5.7%) was higher than Experiment 1 (+3.7%). Alternatively, considering the observation that courses with more assignments have lower assignment submission rates, the “stakes” for individual assignment submissions in Experiment 1 (where courses had a relatively large number of assignments) were lower than the broader sample in Experiment 2, which may have attenuated the benefit of deadline reminders in Experiment 1. Regardless, results from both experiments suggest reliable benefits from these automated notifications.

IV. General Discussion

Across two experiments, we observed significant improvements in assignment submission rates when students received automated proactive nudges about their schoolwork. Experiment 1 was a within-subject randomized controlled trial, where it was observed that educative nudges about proximal deadlines significantly improved assignment submission rates over control notifications (instructor announcements). Experiment 2 used a quasi-experimental design at a larger scale and observed significant improvements in assignment submission rates and grades in courses where the mobile notification system was enabled. In total, these results provide strong evidence of the efficacy of automated nudges for improving adherence to assigned coursework.

Students are expressly responsible for staying on top of their schoolwork. But with an increasing volume of assignments in blended and online learning environments, the difficulty of managing the workload is a leading cause of attrition [5]. While periodic notifications about announcements from an instructor may be of some benefit, the results of Experiment 1 suggest that automated proactive nudges about upcoming assignment deadlines are significantly more efficacious for improving assignment submission rates—even while instructor announcements are more frequent. By delivering a nudge that is proximal to an upcoming deadline, the automated notification system has the advantage of highlighting the time when action is required. In this regard, the current results support theory from prospective memory research, stating that reminders will be most effective not when they are repeated, but when they highlight the eliciting target event [29].
Automated interventions to support student engagement can take many forms. The current study evaluated the benefit of a mobile reminder system, designed to be maximally portable across any course containing an assignment with a due date. Alternative systems, such as OnTask [45], allow the instructor to trigger custom support messages specific to the learning context within the course. These more contextual tailored interventions may provide added benefit (e.g., as observed in health care, [46]), but they rely on individual instructors to set them up, presenting a bottleneck to their broad utilization. We see value in both approaches, providing tools for instructors to support student learning within the idiosyncrasies of specific courses, while also designing general-purpose interventions that provide behavioral guiderails at scale.

Automated interventions can also operate at different time horizons. While the current study aimed to reduce missed assignments in the hours immediately following the intervention, other approaches aim to improve distal outcomes, such as major choice, end-of-semester grades, persistence, and interest [9], [47]. Some advocate that these longer-range interventions aimed at changing mindset or forming habits (rather than affecting behaviors in the immediate vicinity of the intervention) represent a preferred target for nudging [48]. Future studies might compare whether these longer-range interventions complement or enhance the benefits of short-term reminders.

This diversity of possible intervention targets, educational contexts, and student populations is far wider than the scope of the current study. While our research reveals scalable benefits of a specific nudging device, such benefits would not reasonably be expected to be evenly distributed across all assignments (e.g., if weeks of preparation are required, instead of hours), courses (e.g., if coursework carried out in a studio or lab, instead of an LMS), or students (e.g., if installing an app is undesirable, for example). In particular, nudges in the current study were limited to students who explicitly opted-in to use the app, a subset observed to be farther along in their studies and slightly lower-performing than their peers [49]. It also remains unclear whether the introduction of nudges may inadvertently change students’ behaviors in settings where such reminders are not available. While our findings do not generalize across all settings, the results do suggest that the settings where deadline reminders are beneficial are sufficiently common for improved outcomes to be observed at scale when the service is made available to students who opt-in.

The contents of behavioral interventions commonly face issues related to paternalism. Paternalism is a shifting concept in behavioral science [50], but generally refers to a belief that individuals will tend to make inferior choices, and that these choices could be improved with the assistance of a better-informed agent. Interventions that steer behaviors toward what the agent believes is “good” for an individual are more paternalistic, while interventions that facilitate an individual’s cognitive capacity to make an informed decision are less paternalistic. Heavy-handed paternalistic approaches can present ethical challenges, such as when a government or a market institution claims to know what’s best for its constituents [51] (c.f. [52]). But in Western educational systems, where students are expected to seek the instruction of an informed faculty, the faults of paternalism are less clear. For example, even while administrators advocate against views of students as deficient (e.g., [53]), empirical research demonstrates that some paternalistic policies are effective at closing achievement gaps and increasing college preparation in inner-city schools [54], [55]. Similarly, an instructor’s tailored suggestion of what a student should do can be more effective at improving student engagement than purely informative interventions [44], and instituting a firm schedule of assignment deadlines leads to improved performance over flexible student-selected assignment deadlines [56]. These successful paternalistic approaches share common features of being highly personalized and contextual, and thus difficult to implement at scale. Less paternalistic approaches, such as growth mindset interventions (e.g., [57]) may be more appropriate for facilitating student engagement and achievement across diverse courses and institutions. In the same vein, we designed the automated, general-purpose intervention in the current study to be strictly educative, with no instruction or suggestion for how the student should behave, only a reminder statement that “the due date is approaching.”

This app therefore presents a “middle-ground” approach between heavy paternalistic and non-paternalistic approaches. The capacity to grant student agency enables flexible implementation of the tool for students and instructors to make informed decisions based on contextual information that more paternalistic approaches tend to ignore. To the extent that contemporary educational systems require
and assess students’ abilities to submit their schoolwork on time, it makes sense that these systems should also provide tools that support success along this dimension. Like similar nudges (including alerts for low bank account balances, automobile collision avoidance, and forgotten attachments in outgoing emails), reflection on the success of these tools enables guiding practices for how they should be used in an educative manner (e.g., [58]).

We spoke with many students when designing the current study’s mobile intervention system. From these conversations, students led us to believe that the primary cause of missed assignments was accidental neglect, and thus we centered our work within this frame. However, there are alternative explanations; for example, perhaps missed assignments are caused by lack of motivation, by conflicting priorities, or by misunderstanding or failing to complete the assignment. Our observation of the benefits of a strictly informative assignment deadline reminder does not distinguish between these possible mechanisms. However, just as these mechanisms are not mutually exclusive of one another, an educative nudge need not be exclusive to a specific mechanism for it to be beneficial. As mentioned previously, it is possible that there are additive benefits to specific and contextualized nudges in combination with more general-purpose interventions at scale.

The educative nudge described in this study might be described as a behavioral guide rail, a purely informative proactive intervention to mitigate risk in advance of a negative outcome. The positive results warrant optimism that smartphone apps represent a promising platform for deploying these kinds of timely, automated, data-driven interventions at scale.
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